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Goal: We present Neural-GIF, to animate people in clothing as a
function of body pose. Neural-GIF learns directly from scans, models
complex clothing and produces pose-dependent details for animation.
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* Neural-GIF, an implicit based re-posable character, which can be
directly learned from 3D scans. Our model can represent complex
character/clothing scans of varied topology and geometry.

 We introduce a canonical mapping network, which learns
continuous skinning field in 3D space and unpose 3D points

Neural-GIF: Neural Generalized Implicit Functions for
Animating People in Clothing

Garvita learl 2 Nikolaos Sarafianos 3, Tony Tung 3, Gerard Pons-Moll "2
MPI for Informatlcs Saarland Informatics Campus Germany,

Query points in canonical space

Canonical mapping network

W= fc(p,, 0)

B, — Joints transformation matrix
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SDF prediction and
reconstructed mesh

Displacement field in
canonical space

Pose dependent
displacement and SDF
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surrounding the scan to canonical T-pose, without explicit NASA [1£]

supervision.
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« We introduce a displacement field network, which shifts points in gfo}g (1] ;ggg 89;3 2423
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the canonical space before evaluating the SDF, yielding in fine DFAUST [17] 10.52 0930 9548

SCANimate [~ ] Ours (Neural-GIF)
5.82 0.957 98.51 5.86 0.957 98.53
732 0.953 97.32 4.73 0.967 99.15
3.79 0.971 99.50 3.21 0.972 99.56

details and deformation.

Rotating the surface
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Neural-GIF vs SCANimate:

« More fine pose dependent details
« More flexibility in topology

» Less posing artifacts

DFAUST [ 73] 3.42 0.958 3.35 0.963

MoVi [19] 3.19 0.969 3.20 0.969

SMPL 3.26 0.968 3.18 0.971
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