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Goal: We present Neural-GIF, to animate people in clothing as a 
function of body pose. Neural-GIF learns directly from scans, models 
complex clothing and produces pose-dependent details for animation.  

Idea: Generalized Implicit Functions (Scarloff and Pentland, 1991) 

Neural-GIF:Method Overview 

Canonical mapping network


Contributions: 
• Neural-GIF, an implicit based re-posable character, which can be 

directly learned from 3D scans. Our model can represent complex 
character/clothing scans of varied topology and geometry.  

• We introduce a canonical mapping network, which learns 
continuous skinning field in 3D space and unpose 3D points 
surrounding the scan to  canonical T-pose, without explicit 
supervision.  

• We introduce a displacement field network, which shifts points in 
the canonical space before evaluating the SDF, yielding in fine 
details and deformation.
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Comparison with SotA:

Neural-GIF vs SCANimate: 
• More fine pose dependent details 
• More flexibility in topology 
• Less posing artifacts

Neural-GIF for animating people in complex clothing(ClothSeq data):

Neural-GIF for clothed person, soft tissue 
dynamics, separate clothing items

Neural-GIF as multi-shape model:
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