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Main contents 
• 3D Reconstruction from single Image

• 2D Diffusion Model for Novel-view Synthesis
• Novel-view Diffusion Models

• Multi-view Image Diffusion Models

• Sync 2D Diffusion & 3D Reconstruction
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Reconstruct 3D from Single Image
• LRM: Regress NeRF tri-plane features from a RGB image
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Saito et al. PIFu, ICCV’19.



Reconstruct 3D from Single Image
• PiFU: regress occlusion field from a RGB image. 
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Saito et al. PIFu, ICCV’19.



Reconstruct 3D from Single Image
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• Limitation: no generative power, blurry occluded region. 

Saito et al. PIFu, ICCV’19.

Input Image OpenLRM, He et al.



Reconstruct 3D from Single Image
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• Limitation: no generative power, blurry occluded region. 

Saito et al. PIFu, ICCV’19.

Input Image SiTH (CVPR 2024) SiFU (CVPR 2024)



Motivation for generative model 

• Goal: single view reconstruction is ill-posed.

• Deterministic model might collapse to average value. 

• We should learn a distribution of all possible configurations instead of 
simply regression.

• Diffusion model for conditional generation! 
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Deterministic: learn an average Generative model: learn a distribution
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Image Diffusion Model
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Large-scale Training
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Laion5B:
- 5 Billion images
- With Text annotations



Superior image generation quality
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Novel-view Diffusion Model
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• Leverage Image diffusion prior, generate desired novel view image



Large-scae Training
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Objaverse:
- 800K 3D objects



Novel-view Diffusion Model
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Novel-view Diffusion Model
• Limitation: each view generated individually, inconsistent across 

generation
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Input Image Zero123-XL, Liu et al.



Multi-view Diffusion Model
• Generate Multiple Views simultaneously, have more consistency
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Multi-view Diffusion Model
• Compared to Single-view Diffusion, the multi-view diffusion models 

are more consistent across generated novel views
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Input Image Single-view Diffusion Multi-view Diffusion



3D Consistency in 2D Multi-view Diffusion Model
• 2D Multi-view Diffusion has no explicit 3D representation (e.g. NeRF 

or 3D-GS). Thus, the 3D consistency of the generated images are not 
constrained.
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Diffusion



Multi-view Diffusion Model

Pre-trained on 5B 2D images and 800K 3D objects

Supplementary video for Gen-3diffusion: Realistic image-to-3d generation via 2D & 3D diffusion synergy
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Multi-view Diffusion Model

Pre-trained on 5B 2D images and 800K 3D objects

Supplementary video for Gen-3diffusion: Realistic image-to-3d generation via 2D & 3D diffusion synergy



Inconsistency accumulates along trajectory
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Groundtruth trajectory

Inconsistent trajectory
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Gen-3Diffusion: Sync 2D Diffusion & 3D Recon
• 2D Difffusion leverages Image Diffusion Prior

• 3D Reconstructor provides 3D representation
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3D Gaussian Splats
Diffusion Model

2D Multi-view 
Diffusion Model

Synchronized at 
each diffusion timestep t

Explicit 3D representation ensures 2D 
multiview consistency

Strong Multiview Shape Prior 
helps 3D generation

3D Gaussian Splats መ𝒢
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Algorithm
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Explicit 3D-GS helps 2D Diffusion
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Results: Object Reconstruction



Input Image Single-view Diffusion Multi-view DiffusionGen-3Diffusion

Reconstruction w/ novel view diffusion



Reconstruction w/ novel view diffusion

Input Image Single-view Diffusion Multi-view DiffusionGen-3Diffusion



Reconstruction w/ novel view diffusion

Input Image Single-view Diffusion Multi-view DiffusionGen-3Diffusion



Reconstruction w/ novel view diffusion

Input Image Single-view Diffusion Multi-view DiffusionGen-3Diffusion



Reconstruction w/ direct 3d reconstruction

Input Image TripoSR LGMGen-3Diffusion



Reconstruction w/ direct 3d reconstruction

Input Image TripoSR LGMGen-3Diffusion



Reconstruction w/ direct 3d reconstruction

Input Image TripoSR LGMGen-3Diffusion



Reconstruction w/ direct 3d reconstruction

Input Image TripoSR LGMGen-3Diffusion



Results: Avatar Reconstruction



Reconstruction avatar appearance

Input Image SiTH SiFUGen-3Diffusion



Reconstruction avatar appearance

Input Image SiTH SiFUGen-3Diffusion



Children

Input Image SiTH SiFUGen-3Diffusion



Reconstruction avatar geometry

Input Image ICON ECONGen-3Diffusion



Reconstruction avatar geometry

Input Image ICON ECONGen-3Diffusion



Strong generalization

Input Image ECONGen-3Diffusion SiTH SiFU



Strong generalization



Take away messages 
• With training on massive data, image diffusion models achieve superior 

image generation quality

• The image diffusion prior can be applied to 3D tasks, e.g. generate 
novel views 

• Novel view diffusion models lack 3D consistency because they don’t 
have an explicit 3D representation

• 2D Diffusion Models and 3D Reconstruction Models can be combined 
to achieve excellent reconstruction capability
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