Digital Humans — Winter 24/25

Lecture 13_2 — Motion Synthesis with Diffusion
Prof. Dr. Gerard Pons-Moll

University of Tibingen / MPI-Informatics

EBERHARD KARLS

UNIVERSITAT
TUBINGEN




Main contents

e Human motion diffusion model.
* Text to motion generation.

* Compositional motion generation with pretrained motion prior.
* Long sequence.
* Two-person interaction.
* Trajectory control.

* Unified human motion synthesis and understanding with fine-grained

semantics.
e Bidirectional: text to motion and motion to text.
* Hierarchical semantics: global and local text.



Classic way for text to motion generation

Text-to-motion using the VAE framework:
e TEMOS [Petrovich et al. ECCV’2022]
e T2M [Guo et al. CVPR’2022]

e MotionCLIP [Tevet et al. ECCV'2022]  ysyally pre-trained CLIP

y.

“Wave arms crazily” —>

\

Retrained for motion
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MDM: A Human Motion Framework

Goal: given text, generate plausible human motion.

Motion Diffusion Model

“A person turns to his right

and paces back and forth” ( M D M )

Tevet et al. MDM, ICLR’23.



MDM: A Human Motion Framework
High Quality

Global Position

Tevet et al. MDM, ICLR’23.



MDM: A Human Motion Framework
Variability

“A person is skipping rope.” t : ‘ i ﬁ
L g

Tevet et al. MDM, ICLR’23.




MDM framework
e CLIP text encoder + transformer based diffusion.
* Classifier-free guidance:
* Training: randomly mask out text conditions.

* Sampling: weighted combination of conditional and unconditional predictions.
MDM network architecture
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MDM architecture in more detail

e 1. Temporal architecture: encode time information via transformer.

* 2. Geometric representation x(‘; € R/*P: joint rotations or positions.

s )
x{])_ xg xg x(])\[ Add & Norm
Feed
/!\ /[\ A 4\ Farward
| | | | N (—P| Add & Norm I
t——> Multi-Head
Attention
1. Temporal LU B
. A — v,
Architecture N
. 1c Fositional B
ext prompt —> PE A A A A A Encoding
- — e Y N Input
Embedding
v !
o> 7k
Inpuis
[ I I I
1 2 3 . N Transformer encoder

[Vaswani et al. 2017]

Tevet et al. MDM, ICLR’23.



MDM training losses

* Diffusion loss on x5 and geometric losses.
L = [—:simple + )\pos[—"pos + )\vel[—"vel + )\foot[—"foot

ﬁsimple = Emowq(mo|c),tw[1,T] [on - G(xta t, C)H% —> Classic diffusion loss
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Tevet et al. MDM, ICLR’23.



Geometric losses visualization
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Tevet et al. MDM, ICLR’23.



Geometric Losses - Results

Warm-up Warm-up Sit

MDM
- without geometric
losses

Tevet et al. MDM, ICLR’23.



MDM sampling: classifier-free guidance

* lterative reverse sampling with classifier-free guidance.

* Unconditional prediction: Vy logp(x;) = —\/%a_té'g (X, t)

* With condition y: Vy logp(X;,y) = Vy logp(x,) + V., logp(y|x;)

* Guidance:
* Training time: randomly mask out condition y. MDM: y = the CLIP latent.

Vx, logp(y|x:) = Vi, log p(x¢|y) — Vx, log p(x¢)
1
— ————(eolxe, 1, ) — €o(xs,1))
1— X ¢ ’
€o(x¢,t,y) = €p(x4, L, y) — /1 — & wVy, log p(y|x;)
— Eﬂ(xtw L, y) T w(Eﬂ(xt: L, y) — Eﬂ(xt'.r t))

= (w + 1)ep(x¢, T, y) — weg(xy, t)
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Tevet et al. MDM, ICLR’23.



The Data: real capture or artist design.

CMU Panoptic — Motion Capture [Joo et al. 2015]
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https://www.youtube.com/watch?v=zQt6g-Jel7M&ab_channel=Hanbyulloo https://www.youtube.com/watch?v=antc20EFh6k&t=24s&ab_channel=kfiraberman

Real motion capture Artist design



The Data

HumanML3D [Guo et al. 2022]
e 15K examples

e ~7 seceach _
“Wave arms crazily”

]

“Right hand dribble”

]

BAB E L[Punnakkal et al. 2021]



MDM results: motion quality

Walk Run Jump

MDM

ACTOR
[Petrovich et al., 2021]

Tevet et al. MDM, ICLR’23.
Petrovich et al, ACTOR, ICCV’21




MDM results: motion diversity

“Person walking in an s shape”

T2M
[Guo et al. 2022]
VoM é ‘ ‘

Tevet et al. MDM, ICLR’23.
Guo et al, T2M, CVPR’22.




Main contents

e Human motion diffusion model.
* Text to motion generation.

* Compositional motion generation with pretrained motion prior.
* Long sequence.
* Two-person interaction.
* Trajectory control.

* Unified human motion synthesis and understanding with fine-grained

semantics.
e Bidirectional: text to motion and motion to text.
* Hierarchical semantics: global and local text.



MDM limitations

 Maximum generation length 196 frames (9.8 seconds).

* No condition on the location.
* Results not satisfying for human-object-interaction prompts.

No spatial control Cannot generate complex long motion

the person is the person is the person is the person walked to the person walked to the person walked to

opening the door. opening the door. opening the door. a table and pick up a table and pick up a table and pick up

an apple on the an apple on the an apple on the
table, then he put table, then he put table, then he put
the apple down on the apple down on the apple down on

’ ' l the same table. the same table. the same table.

\ . » f! k
19

Tevet et al. MDM, ICLR’23.



The data problem again

* Motion data is very expensive to obtain:
* Real motion capture.
* Designed by artists.
* Training data for MDM: almost exclusively of short, single person sequences.

 Complex motions are compositional:
* Very long motions.
* Interaction between humans, or human and object.
* Diverse control signals like text and spatial.
e Can we use compose motions from pretrained motion priors?



PriorMDM: Human Motion Diffusion as a Generative Prior
Long Motions

slide to the right ===  walk in a forward motion e

Spread both arms = ===  RuUn E—

Walkinacircle ==  Kneel down onto the floor  sep
Shafir & Tevet et al. PriorMDM, ICLR’24.



DoubleTake: composition in temporal domain

* Independent denoising + mixed
diffusion in transition regions.

* Each temporal window is conditioned

On diffe re nt tEXt. Take #1 — Handshake Generation Take #2 - Transition Refinment
. . “Spreading || T (R —
e Communicate between segments Vig e : {m | j
. i, | “Run” o F== ==eesoeeoonaood :-::::::-E ----------
handshake (~1s/window): ———T 2l
* Inside the handshake 7: average of i::g,eap,mrd.. S L j
previous suffix and current prefix. e
e Second take: add noise to handshake  Simme =« ww G e T Longleap fowar
part and denoise back. ,
N, /e L
)
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| [ LY

Shafir & Tevet et al. PriorMDM, ICLR’24.



Shafir & Tevet et al. PriorMDM, ICLR’24.

DoubleTake results

TEACH [Athanasiou et al. 2022] DoubleTake (OUI'S)

walk in a circle === stand =3 walk === reach out and shake right:hand



Two person motion generation

* Compositional: keep individual models
and learn the interaction.

e ComMDM: learns to correct the output
from individual models.

* Few-shot learning: trained on 55 two-
person motion sequences.

Xt—
D¢, Df
X —

Shafir & Tevet et al. PriorMDM, ICLR’24.
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Shafir & Tevet et al. PriorMDM, ICLR’24.

ComMDM for two person interaction

“A Capoeira practice. One is kicking and the other is “The two people are playing basketball, one with the
avoiding the kick.” ball the other is defending.”




MDM fine tuned for trajectory control

* Goal: control the motion with given trajectory.
* Training: fine tune the model to denoise only free body parts.
 Sampling: set hard constraint on the given trajectory.

Algorithm 1 Fine-tuning method

Algorithm 2 Sampling method

repeat
xo ~ q(xo)
t ~Uniform({1,...,T})
e ~N(0,1)
e [trajectory] =0
Take gradient descent step on:
Vo|lzxo — €0 (\/&Ttmu + V1 — e, f) |

until Converged

> OQur addition

Shafir & Tevet et al. PriorMDM, ICLR’24.

:L'[(]T} =0
fort=1T,...,0do
:af:[(]ifj [trajectory] =given trajectory >
Original in-painting
e ~N(0,1)
e [trajectory] =0 > Our addition
iL'[(]t_l) — €p (\/C}:Ttﬂi?(] -|— \/ 1 — CftE, ?f)
end for

26



MDM fine tuned for trajectory control

MDM [Tevet et al . 2022] Fine-tuned MDM (Ours)

27

Shafir & Tevet et al. PriorMDM, ICLR’24.



Main contents

e Human motion diffusion model.
* Text to motion generation.

* Compositional motion generation with pretrained motion prior.
* Long sequence.
* Two-person interaction.
* Trajectory control.

* Unified human motion synthesis and understanding with fine-
grained semantics.
* Bidirectional: text to motion and motion to text.
* Hierarchical semantics: global and local text.



Goal: Unify motion tasks into a single model

"A person hur'r'ys
for a meeting"

fAhre

walk transition
[ [

IS E

walk transition
> N e

Li et al. UniMotion, 3DV’25



Multi-tasks

* Sequence-level Text-to-Motion Generation

"A person walks forward. bends down e
to pick something up off the ground.”

o

MDM: Tevet et al, ICLR’ 23

Li et al. UniMotion, 3DV’25



Multi-tasks

* Frame-level Text-to-Motion Generation

?uman Motion Composition
with FlowMDM

FlowMDM: Barquero et al, CVPR’ 24

Li et al. UniMotion, 3DV’25



Multi-tasks

* Motion-to-Text Understanding

Please describe the motion.

% The motion starts from preparing for the kick, moving
& through the actual kick with left leg extended high in the
air,and ending with the follow-through after the kick.

physical coordination and balance.
(reasoning)

i T I el | i L : What action does it start from?
Video Input : E 1 % preparing for the kick.  (n-context learning)
OR !
| - S : _—
: - What motion might be performing? What capabilities does
cC the performer need?
Motion Input .9 % It might be kungfu or taekwondo. The performer must have good
fd k

-©

MotionLLM: ArXiv’24

Li et al. UniMotion, 3DV’25



Goal: Unify motion tasks into a single model

Our model unifies all these tasks into a single model allowing for multi-model input.

fAi

walk transition
I e

"A person hurrys
for a meeting" e

walk transition
[ [

Additionally, its flexibility allows for novel tasks, not yet performed by prior works.

Li et al. UniMotion, 3DV’25



Novel tasks

* Hierarchical Text-to-Motion Generation

"A person waves hands e
above head "

1 .

walk transition

I
walk

Li et al. UniMotion, 3DV’25



Novel tasks

* Hierarchical Text-to-Motion Generation

* Motion-to-Text Understanding
Fine-grained with temporal alignment!

A ©

1 .

standing

_

Li et al. UniMotion, 3DV’25



Novel tasks

e Hierarchical Text-to-Motion Generation
* Motion-to-Text Understanding

* Unconditional Joint Generation

A o

L.
.

stand

Li et al. UniMotion, 3DV’25



Input
Noised (Motion, Frame-level text) +
Seq-level text

Clean motion‘g> Ki

walk transition
]

Frame-level text

Seq-level text "A person hurrys
for a meeting"

Li et al. UniMotion, 3DV’25

Method
Model

Output

Clean Motion + Frame-level text

ke

walk transition

Loss



Input

Noised (Motion, Frame-level text) +

Seq-level text
Clean motion
Noised }t‘ k

Temporal
: : Alignment
i walk tran nsit
Frame-l
Frame-level text
Noised w.r.t t¥ PCA Compression

Seq-level text / CLIPt \

(R S

Embedding

Method

Li et al. UniMotion, 3DV’25

Frame-level Text Loss

Model Output
l N () Clean Motion + Frame-level text
=
= : |
> PEP g8 Pl
= " £
I
Té g 9 Motion Vec
S « = B
g = S ; s Frame-level Text Vec
N
Ll B KNN in
ty CLIP Space
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A @ walk transition sit
Loss
CLIPy

Motion Loss




Multi-tasks

Hierarchical Text to Motion

Input: Seg-level + Frame-level Text Input Motion

“A person waves hands above head”
3.sitting down

2 transition \}

Input:
Noise Vec +
Output: Frame-level Text
Output: Motion + Frame-level Text
Output Motion Edited Motion

Input: Seqg-level Text Omipat. Test

-

"This person walks

forward and picks
something up Edited Text

then walks back”

39
Li et al. UniMotion, 3DV’25



Frame-level Text-to-Motion Generation =R i

Our Method achieves flexible hierarchical control and stronger correspondence

FlowMDM
X Sequence-level control
v Frame-level control

Li et al. UniMotion, 3DV’25
Barquero et al. FlowMDM, CVPR’24
Petrovich et al. STMC, CVPRW24.

running forward taking a left turn then continue running

t

run
1

STMC
X Seqguence-level control
v Frame-level control

running forward taking a left turn then continue running

Ours
v Sequence-level control
v" Frame-level control

40



Sequence-level Text-to-Motion Generation 7 "°f ik

walk

Our Method achieves motion synthesis and motion understanding at the same time —

The man is pacing back and forth

turn alround
MDM Ours
v" Motion generation v Motion generation
X Motion understanding v Motion understanding
Li et al. UniMotion, 3DV’25 41

Tevet et al. MDM, ICLR’23.



Sequence-level Text-to-Motion Generation =~ i

Our Method achieves motion synthesis and motion understanding at the same time

a person sprinting ahead, and then slowing down

T ——’

f

stand
1

MDM ' . Ours
v" Motion generation v Motion generation
X Motion understanding v Motion understanding
Li et al. UniMotion, 3DV’25 47

Tevet et al. MDM, ICLR’23.



Multi-tasks

Motion to Text

Input: Seqg-level + Frame-level Text Input Motion

“
A person waves hands above head” ) ‘;\ ,
+
‘ ',_.',_l -t‘_ ) # . ;
RINDA RN - 2

Input:
Noise Vec +
Output: Frame-level Text \l/
2.step up
- G
Output Motion 3.step down 1.walking Output: Motion + Frame-level Text
Motion Generation and Editing (Combined Task)
Output Motion Edited Motion

Input: Seqg-level Text AMEpa TRES

-

“This person walks

forward and picks
something up Edited Text

then walks back”

43
Li et al. UniMotion, 3DV’25



Fine-grained Motion-to-text Understanding f4t-

Our Method achieves motion understanding with fine-grained temporal awareness

stand
1

Ours

v" Motion generation
v Motion understanding

Li et al. UniMotion, 3DV’25

—>

44



2D-video annotation

Li et al. UniMotion, 3DV’25

transition

B transition
picking something up

B standing up

Bl standing and looking around
standing right

45



Multi-tasks

Hierarchical Text to Motion

Input: Seq-level + Frame-level Text Input Motion
“A person waves hands above head” \
+
A A ' 4
r f
W Input: [
Noise Vec +-
) | Output: Frame-level Text
Output Motion Output: Motion + Frame-level Text
Motion Generation and Editing (Combined Task)
Output Motion = Edited Motion
Input: Seq-level Text Output Text : 5.walk forward 6.turn around 7.walk forward
ate pereon wall t I ——
forward and picks _ i cisac Kl bt ! User Edit:
something up Edited Text W Label Modification
IR - 1 1 B

5.run forward

46

Li et al. UniMotion, 3DV’25



Motion generation and Editing

User input: "The person walks forward and picks something up then walks back."

Model output:

1.turn around 2.walk 6.turn around 5.walk forward
forward

X

turn around
(|

47
Li et al. UniMotion, 3DV’25



Motion generation and Editing

User input: "The person walks forward and picks something up then walks back."

Model output:

1.turn around  2.walk 6.turn around 5.walk forward
forward
User edit: l
1.turn around  2.walk 5.jog forward 6.turn around 5.walk forward
forward
v

R

48

turn around

Li et al. UniMotion, 3DV’25



Hierarchical Text to Motion
Input: Seq-level + Frame-level Text

“A person waves hands above head”

1.walking
_
‘i
) Output Motion

Output Motion
Input: Seq-level Text

. s 9 ~*
“This person walks ﬁ \ ), .
forward and picks A ‘
something up — (&

then walks back”

4“»’ ' d";

Li et al. UniMotion, 3DV’25

Multi-tasks

Motion to Text Unconditional Joint Generation

Input Motion

Output: Frame-level Text 2.jump forward

I S4urn sround
1.walking Output: Motion + Frame-level Text

Motion Generation and Editing (Combined Task)
Edited Motion

Output Text
+ N
1.turn around ' User Edit:
1
Edited Text / Label Modification

e | | S

49

.
1.walking forward

_&




Unconditional Joint Generation T «‘ii

Our method is the first to do unconditional joint generation

v

"{" standing
(|

Ours Ours

v" Motion generation
v Motion understanding

50
Li et al. UniMotion, 3DV’25



Take home messages

* Diffusion is also powerful for motion generation, but requires
geometry constrain to train a good model.

* Pretrained motion prior is useful to generate complex compositional
motions.

* A unified motion helps text and motion in both directions.



Slide credits

* Thanks to Guy Tevet for kindly providing the slides for diffusion based
human motion models.



Thank you!

"A person is standing and waving goodbye!"




