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Reconstruction: Core of 3D

Video Source: COLMAP, Schönberger et al. 2016 

…
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Classical Reconstruction Pipeline



COLMAP: SotA Incremental SfM Pipeline

• Requires enough images with overlaps
• Many subproblems: Point Matching, Essential Matrix Estimation, Triangulation, Pose 

Estimation, …
• No subproblem is solved perfectly
• No communication between components
• Brittle and prone to errors -> error propagation
• Slow (repeated BA)



Bottleneck: Bundle Adjustment

Bundle Adjustment

COLMAP



Traditional with Learned Components

Recent trend: Replace certain parts of SfM pipeline with learned
modules

SuperPoint

SuperGlue
DISK LevelS²fM



A Spectrum of Methods

• Epipolar Geometry
• Pose Estimation
• Triangulation
• Bundle Adjustment
• ...

• Feature Extraction / Matching
• Monocular Depth Prediction
• Cross-View Attention
• ...



End-to-End Learnable SfM Pipelines

Visual Geometry Grounded Deep Structure From Motion, Wang et al. CVPR '24
DeepSFM: Structure From Motion Via Deep Bundle Adjustment, Wei et al. ECCV '20



A Spectrum of Methods

• Epipolar Geometry
• Pose Estimation
• Triangulation
• Bundle Adjustment
• ...

• Feature Extraction / Matching
• Monocular Depth Prediction
• Cross-View Attention
• ...



DUSt3R: Shifting The Paradigm

First steps towards 3D foundation models?
DUSt3R, Wang et al. CVPR '24

DUSt3R takes unposed
images without prior
information about
camera calibration as
input



Point Maps

• Dense, pixel-aligned 3D point cloud

• Forms a 1-to-1 mapping between
image pixels and 3D scene points

• More structured than point cloud

• Easy conversion:

Pointmap ↔ Depth Map



DUSt3R Task

Input:
• Two images of a scene

• Different viewpoints

Output:
• Two pointmaps

• Aligned in C1's frame



DUSt3R Architecture (without confidence)

• Siamese vision transformer encoder

• Multi-block transformer decoder that shares information between
views via cross-attention

• Separate regression heads output pointmaps in frame of cam 1



Dust3R Decoder Blocks

• Self attention across all 
patches of an image

• Cross attention for information
sharing between images

• Multiple blocks in series

CroCo, Weinzaepfel et al. NeurIPS '22



DUSt3R Training Objective

3D Regression Loss

View (1 or 2)
Image Pixel Normalizing Factor Predicted Point

Ground Truth Point



Dealing With Ambiguous Points

What are the ground truth positions for these points?

Even we humans are not confident. 
Can we make a model with confidence scores?



Confidence-Aware Model and Training

• Head not only regresses pointmap but also gives confidence score

• How do we train this without ground truth?



Confidence-Aware Loss

Overall Training Loss:

Confnet: Predict with confidence, Wan et al. ICASSP '18

Confidence of pixel i in view v Regression Loss Regularization weight / 
Penalty for uncertainty

To force extrapolation in uncertain areas:
Network output



DUSt3R Final Pipeline



Example: Reconstruction + Confidence Maps



Heavy Viewpoint Changes



No Overlap



No Overlap



Multi-View Reconstruction

• DUSt3R only takes 2 views as input, what if we have more views?

• We are interested in globally aligned pointmaps

• Requires rotating/scaling pairwise predictions into common world frame

1. Scene Graph 3.   Global Optimization2 .  Pairwise Reconstruction

Optimize for

• Per-edge scale

• Per-edge rigid transform

• Per-view global pointmap



Multi-View Alignment via Optimization

DUSt3R

Global Alignment



Multi-View Reconstruction Result



DUSt3R: Downstream Applications

Input Depth Map Confidence Map Reconstruction

Where do these depth maps come from?



Monocular Depth Estimation

• Feed same input image twice

• Depth = z coordinate of 3D point



Monocular Depth Estimation



Towards 3D Foundation Models?

DUSt3R is trained for 2-view to 3D reconstruction task.
Pointmap is expressive representation which can be used for a variety of
downstream tasks:



Pixel Correspondences from DUSt3R

• Image correspondence search now boils down to 3D correspondence
search

• Can be solved e.g. by mutual nearest neighbor matching



Estimating Focal Length From Pointmaps

Assuming centered principal point (                                                            )

Then focal length can be estimated by minimizing confidence-aware 
reprojection loss

Can be solved by Weiszfeld-algorithm in a few iterations



Estimating Relative Camera Poses

1. Method (Procrustes):
• Feed both ordered pairs

• Compute optimal alignment
via Procrustes

• Derive relative camera poses

2.   Method (PnP + RANSAC)
• Procrustes not very robust

• PnP possible because pointmap gives 2D-3D correspondences
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Acc = distance from reconstruction to closest
ground truth point (averaged)

Comp = distance from ground truth to closest
reconstruction point (averaged)

Overall = average of accuracy and 
completeness

Takeaways:
• Learning-based methods have

overtaken handcrafted methods
• DUSt3R cannot compete for multiple  

reasons:
1. Regression vs subpixel triangulation
2. Does not leverage GT camera poses
3. Zero-shot (other methods have

trained on DTU train set)All in mm



DUSt3R Summary

• Very robust even to extreme view changes

• Simpler end-to-end learnable pipeline -> less prone to error accumulation

• Requires only 2 views

• For more views global alignment (GA) optimization procedure
• Inefficient pairwise processing of O(N^2) pairs

• Information sharing only between two images at a time

• GA faster than BA but still not instant (couple of seconds to minutes)

• Memory intensive (OOM on A100 with 80GB VRAM on 48 views)

• Cannot compete in 3D reconstruction accuracies

• Competitive in many other tasks such as depth, pose estimation



3R Models



MASt3R: DUSt3R + Matching

MASt3R, Leroy et al. ECCV '24



MASt3R: Contributions

no longer scale-invariant, now metric

Trained using contrastive infoNCE loss Iterative reciprocal nearest neighbor matching
-> O(kWH) instead of O(W^2H^2)

MASt3R, Leroy et al. ECCV '24



MVS Benchmark on DTU
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MVS with MASt3R:
1. Forward passes to obtain 2D-2D 

correspondences
2. Triangulate matches in ground truth

frame using gt camera parameters

No costly global alignment necessary!

Takeaways:
• Triangulation outperforms regression
• MASt3R outperforms DUSt3R and is

competitive with recent learning-based
methods while:

1. not using camera poses for matching
2. not having seen DTU camera setup

during training



MASt3R Summary

• Improved DUSt3R

• Regresses metric pointmaps

• Additional feature head for matching

• Fast reciprocal nearest neighbor matching procedure

• Retains robustness of DUSt3R and strengths of pixel matching

• Outperforms DUSt3R on many downstream tasks

• Still only pairwise images. For multiple images, global alignment of
pointmaps still required -> memory intensive 



A Spectrum of Methods

• Epipolar Geometry
• Pose Estimation
• Triangulation
• Bundle Adjustment
• ...

• Feature Extraction / Matching
• Monocular Depth Prediction
• Cross-View Attention
• ...



Efficiently Dealing with More Views 



Multi-View Alignment via Optimization: Bottleneck for 3D

Bundle Adjustment

DUSt3R

Global Alignment

COLMAP



Multi-View Efficiency Problem of DUSt3R/MASt3R

• DUSt3R and MASt3R are 2-view models

• For multi-view, O(N^2) pointmaps need to be aligned with costly
global alignment procedure -> infeasible for larger N

1. Scene Graph 3.   Global Optimization2 .  Pairwise Reconstruction



MASt3R-SfM: Sparsification

Overview:

• Reduced number of pairwise forward passes via sparse scene graph 
with O(N) edges

• Coarse alignment: minimize 3D loss only for matching points

• Refinement: minimize 2D reprojection loss (BA)

MASt3R-SfM, Duisterhof et al. arXiv '24



Coarse Refinement

• Canonicalize pointmaps

• Estimate intrinsics via focal length

• Find optimal rigid transforms and scales

where

Only applies to pixel correspondences



Multi-View Alignment via Optimization: Bottleneck for 3D

MASt3R-SfM still has some optimization for global alignment

In general, optimization is often the bottleneck for 3D Vision:

• Time-consuming

• Poor Compatibility with Deep Learning
• Not inherently "plug-and-play"

• Often non-differentiable 

• Complexity 
• Scary for non-experts

Can we do without optimization, in one single forward pass?



Let’s Reconstruct in One Go!
…

Images Reconstruction
Cameras, Depths, Points, and Correspondences 

Neural 
Network



DUST3R Multi-View Extensions
• No longer two branches but fusion transformer which can handle arbitrary

number of views

• All images can attend to each other

• No global alignment necessary

Fast3R, Yang et al. CVPR '25
MV-DUSt3R, Tang et al. CVPR '25



DUSt3R vs. Fast3R

• Much faster

• More memory efficient

• Information sharing

between all views

instead of pairwise



Fast3R vs MASt3R

Worse than
MASt3R!



VGGT: Overparameterized Reconstruction in One GO
…

Images Reconstruction
Cameras, Depths, Points, and Correspondences 

Neural 
Network

Visual Geometry Grounded Transformer, Wang et al. CVPR '25 Best Paper Award





VGG Transformer

Camera Head

DPT

Cameras

Input

Point maps

Tracks

Depth maps

Concat

randomly init

camera token

DINO

Frame

Attention

Global

Attention

× 𝐿 times

Alternating-Attention



Why Overparameterized Output?

• DUST3R: Extract depthmap, 
cameras, and matches from
pointmap

• VGGT: Predict all of them
"independently"

• Overparameterized predictions
brings substantial performance
gains during training

• During inference, combining
estimates often outperforms
direct branch



Why Alternating-Attention?

• Global Attention
• Ensures scene-level coherence

• Frame-wise Attention
• Eliminates frame index embedding

• For permutation equivariance

• For flexible input length

Frame

Attention

Global

Attention

× 𝐿 times



Why Alternating-Attention?

Frame 0

Frame 1

Frame 2

𝐸𝑚𝑏𝑒𝑑 0

𝐸𝑚𝑏𝑒𝑑 1

𝐸𝑚𝑏𝑒𝑑 2

Model(                                                )

≠

Model(                                                )

Not permutation equivariant



Why Alternating-Attention?

Frame 0

Frame 1

Frame 2

𝐸𝑚𝑏𝑒𝑑 0

𝐸𝑚𝑏𝑒𝑑 1

𝐸𝑚𝑏𝑒𝑑 2

…

Frame 842 But model never sees 𝐸𝑚𝑏𝑒𝑑 842 during training



Frame

Attention

Global

Attention

× 𝐿 times

Why Alternating-Attention?

Frame 0

Frame 1

Frame 2

𝐸𝑚𝑏𝑒𝑑 0

𝐸𝑚𝑏𝑒𝑑 1

𝐸𝑚𝑏𝑒𝑑 2

Replaces frame index embedding by Frame-wise Attention



Training and Data

💡 Training: 

2 to 24 frames

🔍 Inference: 

1 to 300+ frames

Accuracy Generalization



Qualitative



VGGT Is Accurate

with Optimization



VGGT Is Accurate

Known G.T. Cameras Unknown Cameras



VGGT Is Fast
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Runtime and Memory

• Memory usage scales roughly linearly with input frames

• The time usage is around 𝑂(𝑁1.5)



Zero-shot Monocular Depth Estimation

As good as SoTA experts – but VGGT was never trained for monocular



Zero-shot Monocular Depth Estimation



Works with “any” Internet image
From one to hundreds of images

General
Works with “any” Internet image
From one to hundreds of images

General
Works with “any” Internet image
From one to hundreds of images

General Seamless Practical

• Diverse images

• Single to hundreds of views

• Just a neural network 

• Standard components

• Fast and accurate

• Addresses all core 3D tasks 

VGGT Is General, Seamless and Practical



A Spectrum of Methods

• Epipolar Geometry
• Pose Estimation
• Triangulation
• Bundle Adjustment
• ...

• Feature Extraction / Matching
• Monocular Depth Prediction
• Cross-View Attention
• ...



Novel View Synthesis from
Sparse Images





Original 3DGS:
• Assumes known camera parameters

• Requires lots of views

• Sparse initialization from SfM

• Adaptive density control necessary
for dense reconstruction

InstantSplat: Unbounded Sparse-view Pose-free Gaussian Splatting in 40 Seconds, Fan et al. '24

InstantSplat:
• Unknown cameras

• Few views

• Dense initialization

• Joint pose and Gaussian optimization
instead of adaptive density control

3D Gaussian Splatting for Real-Time Radiance Field Rendering, Kerbl et al. '23



Comparison to Other Pose-Free Models

• NeRF without camera
poses

• 50+ images



Splatt3R

Optimization-free method: Additional head predicting Gaussian
parameters





Summary

• Traditional 3D reconstruction pipelines are overtaken by learning-
based methods

• DUSt3R shifted paradigm towards direct pointmap regression from
unposed images

• Very robust and versatile. Outperforms task-specific methods in 
classical 3D tasks

• Sparked a wave of 3R-methods for all kinds of applications

• VGGT: optimization-free feed-forward network outperforming state of
the art



Further Resources and Slide Credit

We have not covered t3R models for videos / dynamic scenes:

• Spann3R

• MONSt3R

• DAS3R

• CUT3R

• Easi3R

https://github.com/ruili3/awesome-dust3r for a list of DUSt3R-related works

Some slides were copied / adapted from the following sources:
• Vincent Leroy, "From CroCo to MASt3R: A Paradigm Change in 3D Vision"

• Jianyuan Wang, "VGGT" CVPR presentation

https://github.com/ruili3/awesome-dust3r


Feat2GS
Probing Visual Foundation Models with 

Gaussian Splatting

Yue Chen1 Xingyu Chen1 Anpei Chen1,3 Gerard Pons-Moll3,4 Yuliang Xiu1,2

¹Westlake University
²Max Planck Institute for Intelligent Systems
³University of Tübingen, Tübingen AI Center
⁴Max Planck Institute for Informatics



How well do they understand the 3D 

world?

Visual Foundation Models 

We need 3D probing.



Previous 3D Probing

Image Features

VFM

FeaturesImage

VFM Probe

3DGS Novel view synthesis 2D ground-truth

Depth/normal 3D ground-truth

Evaluation

New Benchmark

Probe



Feat2GS as Probe

Gaussian  
decoder

Gaussian
decoder

Splatting

DUST3R initialization

CLIP DINO MAST3R

Novel View Synthesis 

… shared 
weight

Shallow 2layer MLP



Novel View Synthesis

Probing Schemesc

Probing Geometry and Texture separately



DINOv2

DUSt3R

Accuracy↓: -2.448

Completeness ↓: -.277

Distance↓: -6.163

PSNR↑: +1.02

SSIM↑: +.0233

LPIPS↓: -.0301

VS.

Our Findings: 3D Metrics and 2D Metrics are well-aligned.

Pointcloud Error Map Novel View Synthesis



Geometr

y

TextureTextureGeometry

Readout

Geometry Probing



Texture Probing Geometr

y

Geometry TextureTexture

Readout

Training views

Findings:

Foundation models 

capture geometry well, 

but struggle with texture.



Application

Novel View Synthesis / Normal Results

Input images


