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Figure 1: SCENIC is a text-conditioned scene interaction model. It adapts to complex scenes with varying terrains and also
supports user-specified semantic control with natural language. Given a 3D scene, our model takes as cues of user-specified
trajectory as sub-goals, and text. We encourage the readers to watch the supplementary video.

Abstract

Synthesizing natural human motion that adapts to com-
plex environments while allowing creative control remains a
fundamental challenge in motion synthesis. Existing models
often fall short, either by assuming flat terrain or lacking the
ability to control motion semantics through text. To address
these limitations, we introduce SCENIC, a diffusion model
designed to generate human motion that adapts to dynamic
terrains within virtual scenes while enabling semantic con-
trol through natural language. The key technical challenge
lies in simultaneously reasoning about complex scene ge-
ometry while maintaining text control. This requires under-
standing both high-level navigation goals and fine-grained
environmental constraints. The model must ensure phys-
ical plausibility and precise navigation across varied ter-
rain, while also preserving user-specified text control, such
as “carefully stepping over obstacles” or “walking upstairs
like a zombie.” Our solution introduces a hierarchical scene

reasoning approach. At its core is a novel scene-dependent,
goal-centric canonicalization that handles high-level goal
constraint, and is complemented by an ego-centric distance
field that captures local geometric details. This dual rep-
resentation enables our model to generate physically plau-
sible motion across diverse 3D scenes. By implementing
frame-wise text alignment, our system achieves seamless
transitions between different motion styles while maintain-
ing scene constraints. Experiments demonstrate our novel
diffusion model generates arbitrarily long human motions
that both adapt to complex scenes with varying terrain sur-
faces and respond to textual prompts. Additionally, we
show SCENIC can generalize to four real-scene datasets.
Our code, dataset, and models will be released at https:
//virtualhumans.mpi-inf.mpg.de/scenic/.

1. Introduction
Humans navigate complex environments effortlessly, adapt-
ing to varied terrains while performing diverse motions.

https://virtualhumans.mpi-inf.mpg.de/scenic/
https://virtualhumans.mpi-inf.mpg.de/scenic/


This fundamental ability to synthesize natural human mo-
tion in complex environments [29, 31, 53, 91] is crucial for
numerous applications ranging from gaming to embodied
AI. For instance, how can we make virtual characters seam-
lessly “step over obstacles before sitting” or “walk upstairs
like a zombie” (Figure 1). Fundamentally, this requires
both scene understanding and semantic control. While re-
cent works have made progress in either text-controlled hu-
man motion synthesis [61, 69, 74] or motion adaptation to
simplified environments [39, 80], they struggle with com-
plex scenarios. Even methods that can adapt to uneven ter-
rain [26, 49, 60] lack flexible semantic control through nat-
ural language. This work bridges this gap by introducing a
unified diffusion-based framework that simultaneously han-
dles complex scene geometry and text-based semantic con-
trol.

Synthesizing scene-aware semantic motion faces three
fundamental challenges. First, the model must generate
motion that precisely adapts to complex environment con-
straints, avoiding penetration, while maintaining natural
contact with uneven surfaces, and reaching specific targets.
Furthermore, unlike previous approaches that handle either
scene geometry or semantic control in isolation, combining
both requires sophisticated reasoning about how different
motion styles interact with varied terrain features. Last, tra-
ditional approaches require extensive paired motion-scene
data, which is expensive to acquire due to tracking difficul-
ties and does not scale well to diverse environments.

Our key insight is that complex scene-aware motion syn-
thesis can be decomposed into hierarchical reasoning levels,
similar to how humans approach navigation tasks. At the
high level, we synthesize motion in a goal-centric canon-
ical coordinate frame, enabling the model to learn target-
reaching behaviors naturally. At a more granular level, we
take inspiration from recent 3D generation work [7] that en-
codes 3D spatial features with 2D planar encoding. We rep-
resent detailed scene geometry through a human-centered
distance field representation [49, 60]. This efficient rep-
resentation enables comprehensive reasoning about local
scene features, including terrain variations and obstacles.
To provide semantic control, we align text and motion on a
frame-wise basis, allowing for dynamic instruction changes
while ensuring smooth transitions. To address data effi-
ciency, we exploit the compositional nature of human mo-
tion, training on short motion segments [29, 31, 53] that can
be efficiently augmented by automatically fitting varied ter-
rain surfaces.

With these solutions, we propose the first model which is
scene-aware and can be controlled with fine-grained natural
language. Experiments demonstrate SCENIC handles com-
plex scene geometry through precise scene-aware adapta-
tion across four real-scene datasets including Replica [64],
Matterport3D [8], HPS [21], and LaserHuman [13]. More-

over, SCENIC supports seamless transition between ten dis-
tinct motion semantics including “crouching”, “climbing”,
“hopping”, “jumping”, and “balancing”, and can adapt to
complicated instruction such as “walking upstairs like a
zombie”. Empirically, our model achieves the best in terms
of satisfying the scene and goal constraints, and motion
quality. Qualitatively, our model is preferred by 75.6% of
participants over state-of-the-art alternatives (more details
see Table 1).

The key contributions of our work include:

1. We introduce the first unified method for 3D scene-
aware human motion synthesis, capable of handling
complex terrains like stairs, steps, or slopes, while also
enabling fine-grained control through textual prompts.

2. Our novel diffusion model leverages hierarchical scene
reasoning, efficiently handles complex 3D environments
while maintaining plausibility. Its effectiveness is vali-
dated across four diverse real-world datasets.

3. A scalable approach to synthesizing continuous human
navigation in 3D scenes, which can be integrated with
an object-interaction model, as shown in Figure 1.

2. Related Work

2.1. Text-guided Motion Diffusion.

Recent years have seen remarkable progress in human mo-
tion synthesis, driven by the emergence of diffusion mod-
els [11, 15, 25, 35, 48, 50, 61, 69, 84, 85, 89, 92] and
comprehensive motion capture datasets like AMASS [51].
The integration of action labels and language descrip-
tions through datasets such as BABEL [59] and Hu-
manML3D [19] has enabled increasingly sophisticated con-
trol over generated motions. Recent work has explored var-
ious aspects of motion synthesis, including two-person in-
teractions [18, 43, 44, 67], joint-level control [32, 70, 74],
and style editing [10, 27].

Motion editing through text has evolved along two main
paths: in-motion editing for specific body parts [9, 28, 34]
and segment-level editing using text prompts. Notably,
FlowMDM [2] demonstrated impressive results in seam-
less transitions between local motion segments. STMC [56]
proposed a hybrid method for spatial and temporal mo-
tion composition using pre-trained motion models. UniMo-
tion [38] leveraged per-frame and sequence-level text to en-
hance motion understanding and control.

While these approaches have advanced the field signifi-
cantly, they typically assume simplified environments with
uniform height and flat terrain. Our work extends these ca-
pabilities by incorporating complex scene geometry while
maintaining text-based semantic control.



Figure 2. Architecture overview. SCENIC has a 3D scene, a user-defined trajectory, and text prompts, and the past human motion as inputs.
The past human motion and the scene encoding first undergo goal-centric canonicalization. The diffusion-based transformer then encodes
the aligned text-motion tokens, scene tokens and a timestamp token to predict the canonicalized future human motion.

2.2. Scene-aware Motion Synthesis.

Scene-aware motion synthesis is a comprehensive field
that can be broadly classified into two categories: object
interaction and scene navigation. Research on human-
object interaction [3, 33, 81, 83] spans a wide range,
from interactions with large, static objects like chairs and
beds [22, 30, 36, 54, 57, 63, 80, 86, 87], to dynamic en-
gagements with moving objects. This includes studies that
focus on contact-based object interactions without navi-
gation [16, 55, 73, 75, 76, 78], as well as those that in-
corporate navigation [39–41, 88]. A parallel line of re-
search leverages reinforcement learning to synthesize inter-
actions [14, 23, 52]. Other studies have concentrated on
full body grasps [1, 17, 42, 65, 65, 68] and dexterous hand
manipulation [4, 5, 12, 46, 66, 82].

In the context of human-scene interactions, a significant
portion of the work is dedicated to generating short-term
motion within 3D scenes [6, 71, 72]. PFNN [26] introduced
a real-time motion controller that adapts to uneven terrain
but requires carefully annotated phase labels and does not
enable text-based motion style editing. Some models gener-
ate longer-term human motion but often require a full-body
target pose as a control signal [45, 91]. Others assume uni-
form height within the scenes [31, 37, 53]. Using reinforce-
ment learning, [49, 60] propose policies for terrain traver-
sal, however, the motion is not human-like due to the ani-
mation of the physical character. Moreover, their synthesis
only perform on synthetic terrains with limited complexity.

More recent work incorporates text control into human-
scene interaction. TeSMO [80] proposed a two-stage
method for collision-free navigation within the scene. TRU-
MANS [31] unified static and dynamic object interactions,
and a recent extension replaced action labels with more ver-
satile text prompts [29], achieving impressive results. How-
ever, these models still assume flat terrains or floors. While

some concurrent works have demonstrated human motion
on stairs [13, 90], they have their limitations. Zhao et
al. [90] did not train their model with paired motion-scene
data. This lack of scene awareness restricts the model’s abil-
ity to generalize to complex scene constraints and adapt to
changes in terrain surfaces. Moreover, their approach re-
quires the future 3D root position, which is not always avail-
able. On the other hand, Cong et al. [13] did not enable con-
trol with the goal location, limiting its controllability and
the length of plausible motion sequences it can generate.

Our work addresses these limitations by introducing the
first scene-aware motion synthesis model that can adapt to
the terrain and is controllable with text-based semantic sig-
nals. Our versatile model synthesizes realistic human mo-
tion across diverse 3D environments while allowing seman-
tic control over motion style.

3. Method

Our proposed diffusion model generates arbitrarily long hu-
man motions that adapt to complex terrains while allowing
semantic control through text prompts. The key insight is
decomposing the complex task into hierarchical reasoning
levels: high-level movement planning in the goal canoni-
cal frame and fine-grained scene adaptation through local
geometry reasoning.

3.1. Problem Formulation

As illustrated in Figure 2, given a 3D scene, a user-
defined trajectory consisting of sub-goals {Gj}Mj=1, and
text prompts T, our model is designed to fulfill both the en-
vironmental and textual constraints. It synthesizes motion
H that reaches the goals, adapts to complex scene surfaces,
and avoids penetration. Moreover, our motion style can be
controlled by user-specified text instructions.



3.2. Data Representations

To synthesize scene-aware semantic motion, our method
takes four key representations:

Human Motion H Unlike previous motion representa-
tion of human motion [19, 31, 69], which requires an ad-
ditional fitting process to obtain the final animated mesh,
our representation can be animated directly. The SMPL
model [47] is used to parameterize our human motion. Our
motion human H consists of N frames of the joint rotations
in the 6-D continuous form [93] Jr ∈ RN×22×6, and the
global root location Jroot ∈ RN×3. The binary foot contact
for the heel and toe joints c ∈ RN×4 are also included.

Scene embedding S Inspired by [7], the scene is encoded
by a distance field S ∈ RN×H×H centered at the human
root joint and its orientation is relative to the Y-rotation of
the root. This local representation enables efficient process-
ing of relevant terrain features while maintaining translation
invariance. The embedding is sampled by projecting from
the point grid perpendicularly toward the scene. Previous
approaches adopt an occupancy representation by encoding
the scene with binary values [6, 31, 45, 63]. Instead, our
embedding is more efficient and informative for the charac-
ter to adapt to the terrain. Empirically, we use H ×H=144
points that are uniformly sampled from a 1.2 × 1.2 meter
grid.

Goal Representation Each sub-goal Gj to our system is
represented by a target 3D position to be reached on the
scene gj

p ∈ R3, and a 2D desired orientation vector repre-
sented by gj

r ∈ R2.

Text Control T Unlike previous methods that use a sin-
gle text embedding combined with a timestamp [61, 62, 69],
we employ a different approach. We encode the text on a
per-frame basis and treat each frame’s text as an individ-
ual token within the diffusion transformer. This method of
temporal tokenization ensures a precise alignment between
the motion and the corresponding text [38], facilitating a
seamless transition between different motion styles. The
text prompt T ∈ RN×D is obtained by reducing the di-
mensionality of the CLIP embeddings using PCA. In our
experiments, the CLIP embedding is reduced to D = 64
dimensions.

3.3. Goal-Centric Canonicalization

One key to our model is the goal-centric canonicalization
that ensures robust goal-reaching, while maintaining physi-
cal plausibility. This transformation serves two crucial pur-
poses: (1) it simplifies the learning problem by creating a
consistent reference frame for motion synthesis, and (2) it

enables better generalization across different goal configu-
rations. We transform both our human motion and scene
embedding (H and S) into the coordinate system of the
goal so that the model can combine the high-level rea-
soning of the goal and the fine-grained reasoning of the
complex scene geometry. First, under current goal Gj ,
we apply canonicalization to the motion H via Hcano =
Thuman(H,Gj). Traditional methods [29, 31, 80], which ex-
plicitly condition on the goal, can often lead to inaccura-
cies in reaching the target. Our experiments show that this
is accentuated when synthesizing motion on uneven terrain
surfaces. Therefore, the model is instead trained to synthe-
size motion that converges to the origin in the coordinate
system defined by the goal. Moreover, the scene embed-
ding is transformed to align with the height of the goal via
Scano = Tscene(S,Gj). This way, the model does not only
implicitly learn to reason about the goal, but also becomes
aware of the local scene geometry. Additionally, the current
height of the root is encoded.

3.4. Autoregressive Motion Diffusion

The synthesis process seamlessly connects multiple motion
segments through an autoregression. As shown in Figure 2,
each segment is predicted using the previous one, maintain-
ing continuity while adapting to new goals and terrain fea-
tures. The model synthesizes scene-aware motion towards
the current sub-goal Gj . Once the sub-goal is reached, the
goal iterates to Gj+1. This way, the model can progres-
sively synthesize arbitrarily long motions that are plausible
to the scene. Such an approach not only enables the length
of the animation to become unconstrained, but also allows
users to control the motion trajectory to avoid obstacles.

Conditional Diffusion Model Each motion segment is
generated through a conditional diffusion process, which
incorporates a transformer architecture, as depicted in Fig-
ure 2. The generation of successive segments is facilitated
by using the last k frames of the preceding segment as a
seed motion, which then extends to the next segment. We
denote the canonicalized motion segment Hcano defined in
Sec 3.3 as a combination of the k frames of seed motion
H−, and the N−k frames of predicted motion H+. The dif-
fusion process is conditioned on several factors: the scene
embeddings S, the text prompt T, and the past seed mo-
tion, H−. Together, these are represented as the condition,
C = (S,T,H−). In our experiments, we set the values
of N and k to 40 and 10, respectively. During the training
phase, noise is injected into the future motion, H+, while
the seed motion, H−, remains unchanged. At each denois-
ing step n, the model learns to reverse the forward diffusion
process, with the reverse process defined as

p(H+
n−1|H+

n ,C) := N (H+
n−1;µ(H

+
n ,C),Σn), (1)



where µ denotes the predicted mean and Σn is a fixed vari-
ance. Learning the mean can be re-parameterized as learn-
ing to predict the clean future motion H+

0 . During training,
we also apply an l2 loss on the predicted joint positions ob-
tained via forward kinematics:

L = EH+
0
∥Ĥ+

0 −H+
0 ∥2 + λ · ∥Ĵp

+
− J+

p ∥2. (2)

This is crucial for the sharpness of the motion. Here, Ĥ+
0

denotes the predicted future motion, while Ĵp
+

denotes the
predicted future joint positions obtained via forward kine-
matics. The positional loss weight λ is set to be 4.

3.5. Object Interaction

When the human arrives in the vicinity of the target object
after the navigation, our method generates full-body motion
by interacting with the objects to perform text-controlled
sitting and lying. Instead of focusing on the goal and the
neighboring scene, the interaction model needs to be aware
of the target object geometry. For this reason, we introduce
another diffusion model conditioned on an object geometric
representation O ∈ R2048. The representation comprises
the distances from the basis point set (BPS) [58] to the ob-
ject surface, as well as the distance from the hands and the
hip joints to each one of the object voxels. The BPS consists
of 512 points uniformly sampled from a sphere of radius
1 meter, centered around the normalized object center. The
object is voxelized into an 8 × 8 × 8 grid, and we zero out
the distance features for unoccupied voxels. The interaction
model employs the same representation for human motion
and texts. We train our interaction model on the SAMP [22]
dataset. The interaction diffusion model is trained using the
same learning objective as the navigation model.

3.6. Scene-aware Guidance

At test time, diffusion models can be guided to meet specific
objectives, alleviating the need for training models with dif-
ferent configurations, and further enhancing the quality of
scene interaction. For the sake of readability, we will use
the same notation for both estimated and true values in the
following discussion. We directly apply the guidance to the
clean motion prediction from the model H0 [24, 32, 39, 80].
At each denoising step, the predicted H0 is updated with the
gradient of an analytic objective function J . This process
can be denoted as H̃0 = H0−α∆Ht

J (H0), where α con-
trols the strength of the guidance and Ht is the noisy input
motion at diffusion step t. The predicted mean µ is then
calculated with the updated motion prediction Ĥ0

For navigation, we further introduce a physics plausi-
bility guidance to avoid penetration and encourage realistic
contact. By enforcing foot contact when it happens and pe-
nalizing the foot penetration with the scene when there is

no contact. Formally, the guidance is computed by

Jphys = c ·∥Jfeet−h∥2+(1−c) ·1(h > Jfeet) ·∥Jfeet−h∥2.
(3)

Here, we leverage the predicted foot contact label c to en-
force accurate foot contact with the scene and to discourage
penetration. Furthermore, we denote the predicted foot joint
positions as Jfeet and the heights of the projected points
from the feet as h.

For the interaction model, a collision objective is used to
discourage penetrations [39, 80] between humans and ob-
jects Jcollision = SDF(v), where object signed distance field
(SDF) is queried by the body vertices v, and the mean pen-
etration distance of the body vertices is minimized. In addi-
tion to the object collision guidance, we also incorporate a
motion smoothness objective Jsmooth = ∥J1:N

p − J0:N−1
p ∥2

For the navigation model, we set the guidance weight α
to 3 for physics guidance and 50 for smoothness guidance.
For the interaction model, we utilize weights of 50 for the
collision guidance. To ensure smooth generation results,
we apply the inference guidance at the final time step of de-
noising. For a fair comparison with baselines, the inference
guidance is not activated for all comparisons.

4. Experiments
First we introduce our dataset and evaluation metrics. Then
we show comparisons of our proposed approach against the
baselines. We further conduct a human perceptual study to
complement our evaluation and ablation study to verify the
effectiveness of our key components.

4.1. Dataset and Implementation Details

The SCENIC Dataset To our knowledge, [13, 29] are the
only existing dataset that captures human navigation with
scenes and text annotations. However, both its motion style
and terrain variation are limited.
To address the scarcity of paired human-scene-text data,
we utilize a vast database of artificial heightmaps [26], de-
rived from video game environments. This approach allows
us to match human motion segments with the most suit-
able terrain patches, thereby generating paired human and
scene data. We divide the motion sequences into clips of
60 frames (2 seconds) each, aligning the human’s initial po-
sition with the center of the 4 × 4 meter patches. The ter-
rains with minimized foot contact and penetration error are
retrieved, where the error is computed similarly to Equa-
tion 3. To diversify our dataset, we record motion featuring
various motion styles across different terrains. Our motion
set includes a dataset captured with Inertial Motion Units
(IMUs) and the PFNN [26] motion dataset retargeted to the
SMPL format. The dataset comprises 15000 sequences, and
1000 sequences are reserved for testing. To augment our
data, pose mirroring is performed along the x-axis and for



Table 1. Quantitative evaluations against baseline methods, and ablation study on key components and design.

Methods
Scene constraints Goal reaching Motion quality User Study(%)

Penetration↓ Contact Dist.↓ Pos.↓ Rot.↓ FID↓ Multimodality→ Diversity→ Foot-skate↓
Ground Truth - - - - 0.000 6.023 12.410 - -
FlowMDM* [2] 4.67 6.94 4.79 0.125 66.485 9.107 17.038 2.949 9.5
TRUMANS* [31] 4.50 6.65 3.38 0.0454 26.533 8.172 14.717 3.329 14.9
Ours no cano. 1.98 5.55 3.51 0.0796 8.021 7.344 13.507 2.710 -
Ours no scene emb. 2.99 5.74 1.57 0.0384 1.924 5.823 12.519 2.678 -
Ours 1.57 4.51 1.38 0.0376 1.680 6.354 13.067 2.671 75.6

Figure 3. Qualitative comparison with baselines. Results are on the testing set of the SCENIC dataset (top two rows). Without the
hierarchical reasoning of the scene, the baseline methods produce more penetration with the legs (first row) and the floating effect (second
row). Furthermore, our method generalizes to real-world scene datasets of HPS [21] and MatterPort3D [8] (bottom two rows)

each motion sequence. Three best-fitted terrains are used
for training.

Implementation Details All models including the base-
lines are trained for 400k steps. The navigation models are
trained on the SCENIC dataset and the interaction model is
trained on our text-annotated SAMP [22]. All models are
trained to denoise the input in 100 diffusion steps.

4.2. Baselines

We train all the baselines and perform an ablation study on
the SCENIC dataset. We compare our work with state-of-
the-art diffusion-based methods. TRUMANS [31] achieves
impressive performance for scene interaction, since it does
not condition on text prompts, we replace its action encod-
ing with a text encoding. This text-variant of TRUMANS is
denoted as TRUMANS*. FlowMDM [2] does not consider
the surrounding scene, we enhance its scene awareness by



Figure 4. Ablation on the human-centric scene embedding. It is significant in preventing unwanted interactions with cluttered environments.

Figure 5. SCENIC generalizes to novel scenes and text instructions, as demonstrated with Replica [64] and HPS [21] scenarios. The model
follows instructions like take a walk, sit on the sofa, and run up the stairs, and adapts to more complex commands such as jump over a
stool while adjusting to scene constraints. In the HPS scene, the model transits between different gait styles, following the text control
while adapting to the staircases.

additionally incorporating the same occupancy representa-
tion that was adopted in the original TRUMANS model.
To justify our key hierarchical scene reasoning, ablation is
performed on the goal-centric canonicalization, where in-

stead the motion is canonicalized to the first frame and the
goal is provided explicitly. Another baseline is introduced
to evaluate the importance of the local scene reasoning by
not incorporating the scene embedding.



4.3. Evaluation Metrics

An important aspect of assessing the model is to evaluate
how well it satisfies the scene constraint. Penetration (cm)
measures the average penetration distance for all the hu-
man body vertices [31, 39, 79, 80], obtained by querying all
body vertices from the computed SDF of the testing scenes.
Contact distance (cm) evaluates the average distance to the
scene when there is contact. For this, we annotate four body
vertices - one at the toe and the heel of each foot.
For goal reaching, we evaluate the body-to-goal positional
(cm) and rotational offset (radians). [80, 90].
We follow [20, 31, 39, 69, 80, 90] and evaluate the motion
embeddings of an action recognition model [13, 77] trained
on the SCENIC dataset with all ten action classes. Mul-
timodality measures the alignment between the generated
motion and the text instruction. Frechet Inception Dis-
tance (FID) [20] measures the realism of the motion com-
pared to the ground truth. Diversity is computed based on
the average pairwise distance between sampled motions.

Human Perceptual Study In addition to the quantitative
measures introduced, we also conducted a user study on the
realism as well as the controllability of the methods through
text. In the user study, we presented animations on the real-
world scenes from HPS [21] and Matterport [8] to 24 par-
ticipants. The participants make three-way comparisons of
animations generated by the three methods in shuffled or-
der. We have incomplete responses filtered out. Details of
the user study can be found in the supplementary.

4.4. Quantitative Evaluation.

From Table 1, our model achieves competitive performance
across all evaluation metrics compared to baseline meth-
ods. In terms of scene constraints, our approach attains
the lowest penetration (1.57 cm) and contact distance (4.51
cm), outperforming FlowMDM* and TRUMANS*. In
goal-reaching, our method exhibits the best performance
in both positional accuracy (1.38 cm) and rotational align-
ment (0.0376 radians). This validates our design choice of
goal-centric canonicalization. Regarding motion realism,
our approach achieves the lowest FID score (1.680) among
all compared methods, being closest to the ground truth.
Our method maintains comparable diversity (13.067) and
multimodality (6.354) scores close to the ground truth dis-
tribution (12.410 and 6.023 respectively). Our model also
produces the least foot-skate artifact (2.671 cm). In the
user study, 75.6% of participants preferred SCENIC over
the baselines. This strong preference confirms our method’s
effectiveness in generating visually plausible human-scene
interactions, particularly in reducing floating and penetra-
tion artifacts, while generating realistic contacts.

4.5. Qualitative Evaluation

We present qualitative comparisons in Figure 3. The top two
rows demonstrate results from the SCENIC dataset’s test
set, where baseline methods exhibit noticeable artifacts -
leg penetration into the ground surface - due to their limited
scene understanding. In contrast, our approach, leverag-
ing hierarchical scene reasoning with scene embedding and
goal-centric canonicalization, generates motions that main-
tain proper contact while avoiding both penetration and
floating artifacts. The bottom two rows highlight the gener-
alization capabilities of our approach across different scene
datasets, namely MatterPort3D [8] and HPS [21]. These
real-world environments pose more diverse and challenging
scenes than those in our training set. Despite these complex-
ities, our method consistently generates physically plausible
motions that adhere to scene constraints across these varied
terrains. This robust performance again stems from our hi-
erarchical scene reasoning. These results demonstrate that
our method not only excels in controlled test scenarios but
also effectively adapts to novel, real-world environments.
Please refer to our supplementary video for results and com-
parisons in motion.

4.6. Ablation

The usefulness of our core components of goal-centric
canonicalization and human-centric scene embedding are
justified through the comparison with the ablative baselines.
For goal-reaching capability, it is highlighted in Table 1,
where our method (1.38 cm, 0.0376 radians) achieves bet-
ter performance over the baseline without canonicalization
(3.51 cm, 0.0796 radians) validates our design choice of
goal-centric canonicalization.

In regards to scene awareness, it is illustrated in Figure 6
that without the scene embedding, the model is more likely
to exhibit unwanted penetrations with the cluttered scenes
while navigating. With the scene embedding, our model
avoids the tea table in the way of reaching the sub-goal.
It can navigate while following the sub-goal. The impor-
tance of scene awareness is further supported by Table 1,
shown in the improvement over our ablation without the
scene embedding (2.99 cm penetration) particularly empha-
sizing the importance of local scene reasoning in preventing
body-scene intersections.

4.7. Generalization

SCENIC is capable of generalizing to both novel real-
world scenes and text instructions. As shown in Fig-
ure 5, SCENIC navigates in Replica [64] and HPS [21] The
model is firstly instructed to “take a walk” before “sitting on
the sofa” (top left) and “running up the stairs” (bottom left).
In more complicated scenarios, the model adapts to the
scene constraints while following the “jump over a stool”
instruction, before “sitting on the sofa” (top right). In the



HPS scene, the human transits between various gait styles
controlled by text while adapting to the stairs. Similarly in
Figure 1, SCENIC is provided a series of text instructions
before lying on the sofa in the LaserHuman scene [13].

5. Conclusion
We presented SCENIC, the first diffusion-based motion
synthesis model that simultaneously enables text-controlled
style editing and adaptation to complex terrains. Our model
introduces several key technical innovations, including a
goal-centric canonical coordinate frame for long-term nav-
igation and a hierarchical scene reasoning approach that
combines high-level goal understanding with fine-grained
scene awareness. Through extensive experiments across
multiple scene datasets, we demonstrated that our approach
significantly outperforms existing methods, achieving the
best performance in both scene constraint satisfaction and
motion quality. User studies further validate our approach,
having 75.6% of the participants preferring our method over
state-of-the-art methods.
In the future, this work can be extended to more complex
scene interactions. Directions include incorporating dy-
namic object manipulation during navigation, such as carry-
ing objects while climbing stairs. Additionally, incorporat-
ing collision avoidance mechanisms for dynamic and clut-
tered environments would benefit real-world applications of
virtual social interaction and autonomous driving.
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APPENDIX

1. Details on User Study

Our evaluation encompasses a human perceptual study,
which is aimed at assessing both the ability of our methods
to satisfy scene constraints and their controllability through
text. We utilized animations derived from the HPS [21] and
Matterport [8] datasets for this purpose. Each participant
was presented with a set of seven questions, as illustrated
in Figure 1, requiring them to perform a three-way compar-
ison of animations. These animations were presented in a
randomized order to prevent any ordering bias.

The study received 24 complete responses for the fi-
nal analysis. The results were encouraging, with 75.6%
of participants expressing a preference for our model over
the baseline alternatives. This strong preference highlights
the effectiveness of our method in generating believable
human-scene interactions. Notably, our approach signifi-
cantly reduces floating and penetration artifacts while pro-
moting the generation of realistic contacts.

Overall, our user study validates the effectiveness of our
method in creating visually plausible animations that adhere
to scene constraints and can be manipulated through text.

2. Dataset

2.1. Terrain Fitting Process

Since capturing simultaneously human motion with scenes
that include diverse terrains is expensive and difficult, we
leverage a method that fits 2 second motion segments (60
frames) onto a set of 20,000 4x4 meters terrain patches to
obtain paired motion-scene data. The terrain patches are
sampled at random locations and orientations from large ter-
rain scenes from Source Engine. By leveraging ray-tracing,
the full geometric information are encapsulated in the form
of heightmaps with a resolution of one pixel per inch. We
then construct the patched terrain heightmaps into water-
tight meshes.

Having sampled the terrain meshes, the motion segments
are then fitted in two main stages:
1. Patch Selection: Identify the three best-matching ter-

rain patches using a brute-force search that minimizes a
comprehensive error function.

2. Terrain Refinement: Apply a Radial Basis Function
(RBF) mesh editing technique to ensure precise foot
placement accuracy.

The error function Efit comprises three key components:
Econtact ensures foot height matches ground contact point.
Epenetration prevents intersection when feet are not in contact
with the terrain. Ejump: is only activated when the charac-
ter is jumping, ensuring the height of the terrain is no more
than l in distance below the feet.



Figure 6. The layout of our perceptual study for evaluating perceived realism, compliance of scene constraints, and text-based controlla-
bility of SCENIC .

Efit = Econtact + Epenetration + Ejump (4)

Econtact =
∑
i

∑
j∈J

cij(h
i
j − Ji

feet,j)
2 (5)

Epenetration =
∑
i

∑
j∈J

(1− cij)max(hi
j − Ji

feet,j , 0) (6)

Ejump =
∑
i

∑
j∈J

1
i
jump(1− cij)max((Ji

feet,j − l)− hi
j , 0)

(7)
Here,
• Jfoot: Set of joint indices (left/right heel and toe)
• cij : Contact label for foot joint j at frame i

• f i
j : Foot joint height at frame i

• hi
j : Terrain height under foot joint at frame i

• 1
i
jump: Binary indicator for jumping gait

• l: Height threshold (approximately 0.3m)
After computing the fitting error for all terrain patches,

we select the 3 patches with the lowest error for further pro-
cessing. The motion are already well-fitted to the terrains.
The further refinement stage involves editing the heightmap
to ensure precise foot contact with the ground during con-
tact phases. We use a simplified terrain deformation tech-
nique based on Botsch and Kobbelt et al. [? ], applying a 2D
Radial Basis Function (RBF) with a linear kernel to the ter-
rain fit residuals. This approach provides a flexible method

for adapting character motion to varied terrain geometries,
multiplying the effectiveness of data and enables training
generalizable models.

2.2. Dataset Statistics

Our dataset includes ten gait motion styles with annotated
text prompts and corresponding terrain scene patches. Ta-
ble 2 details the dataset’s motion style distribution, encom-
passing various locomotion types from walking and running
to more specialized movements like climbing and balanc-
ing.

Table 2. Detailed statistics of the SCENIC dataset. The dataset
comprises 3 hours of motion (at 30fps), texts annotations, and fit-
ted terrain meshes.

Gait Minutes %

Stand 6.88 4.09
Walk 75.95 45.17
Run 50.75 30.18

Crouch 14.06 8.36
Climb 2.30 1.37
Jump 10.01 5.95
Hop 2.54 1.51

Balance 2.69 1.60
Zombie 2.91 1.73

Push 0.07 0.04
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