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1. Further Qualitative Results
One of our findings is the high correlation between in-

put segmentation quality and output fit quality. We pro-
vide some additional qualitative examples that illustrate this
correlation. In Fig. 1, we present the four worst examples
from the validation set in terms of 3D joint reconstruction
error when we use our trained part segmentation network; in
Fig. 2, we present the worst examples when the network is
trained to predict body model parameters given the ground
truth segmentations. This does not correct all estimated 3D
bodies, but the remaining errors are noticeably less severe.

2. Training Details
We present examples of paired training examples and

ground truth in Fig 3.

Segmentation Network We train our own TensorFlow
implementation of a RefineNet [4] network (based on
ResNet-101) to predict the part segmentations. The images
are cropped to 512x512 pixels, and we train for 20 epochs
with a batch size of 5 using the Adam [3] optimizer. Learn-
ing rate and weight decay are set to 0.00002 and 0.0001
respectively, with a polynomial learning rate decay. Data
augmentation improved performance a lot, in particular hor-
izontal reflection (which requires re-mapping the labels for
left and right limbs), scale augmentation (0.9 - 1.1 of the
original size) as well as rotations (up to 45 degrees). For
training the segmentation network on UP-3D we used the
5703 training images. For Human3.6M we subsampled the
videos, only using every 10th frame from each video, which
results in about 32000 frames. Depending on the amount of
data, training the segmentation networks takes about 6-12
hours on a Volta V100 machine.

Fitting Network For the fitting network we repurpose a
ResNet-50 network pretrained on ImageNet to regress the

SMPL model parameters. We replace the final pooling layer
with a single fully-connected layer that outputs the 10 shape
and 216 pose parameters. We train this network for 75
epochs with a batch size of 5 using the Adam optimizer.
The learning rate is set to 0.00004 with polynomial decay
and we use a weight decay setting of 0.0001. We found that
an L1 loss on the SMPL parameters was a little better than
an L2 loss. We also experimented with robust losses (e.g.
Geman-McClure [2] and Tukey’s biweight loss [1]) but did
not observe benefits. Training this network takes about 1.5
hours for the UP-3D dataset and six hours for Human3.6M.

Data Augmentation At test-time we cannot guarantee
that the person will be perfectly centered in the input crop,
which can lead to degraded performance. We found it thus
critical to train both the segmentation network and the fit-
ting network with strong data augmentation, especially by
introducing random jitter and scaling. For the fitting net-
work, such augmentation has to take place prior to training
since it affects the SMPL parameters. We also mirror the
data, but this requires careful mirroring of both the part la-
bels as well as the SMPL parameters. This involves remap-
ping the parts, as well as inverting the part rotations.
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Figure 1: Worst examples from the validation set in terms of 3D error given imperfect segmentations.

Figure 2: Worst examples from the validation set in terms of 3D error given perfect segmentations.
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Figure 3: Example training images annotations illustrating different types and granularities.


